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Abstract. 

 Stock price prediction is crucial for informed investment decisions, yet traditional models struggle 

to capture market complexity. The methodology involves multiple steps, starting with the collection 

of historical stock prices. Then Data preprocessing techniques, such as Min-Max scaling, are applied 

to normalize the stock prices, which are then combined into a unified dataset. Differential privacy 

techniques, involving the introduction of Gaussian noise, are implemented to preserve data privacy. 

A sliding window approach is used to create input features for the training of various type of deep 

learning models, including the long short-term memory (LSTM) networks, gated recurrent units 

(GRU), convolutional neural networks (CNN), & bidirectional LSTMs. Each model is trained using 

the normalized data, & its performance is evaluated using metrics such as mean absolute error 

(MAE), mean squared error (MSE), & r² score. The LSTM & GRU models showed the best 

performance, with LSTM achieving R² scores of 0.9820 for Google (GOOGL) & 0.9705 for Apple 

(AAPL). This approach offers enhanced prediction accuracy while ensuring data privacy, providing 

valuable tools for investors & analysts. 

           Keywords: Stock Price Prediction, Deep Learning Models, LSTM, GRU, Sentiment 

Analysis, VADER, Differential Privacy, Data Normalization, R² Score, Bidirectional LSTM. 

 

1 Introduction  

Stock price prediction and the projections have long been a noteworthy component of financial 

investigation, affecting speculation methodology, chance administration, and showcasing market 

forecasting. Over the decades, diverse models have been utilized to figure stock cost developments, 

extending from measurable strategies such as moving midpoints and autoregressive models to more 

modern machine learning-based approaches. The efficient marketing hypothesis (EMH), presented 

within the 1970s, said that stock costs closely reflect all accessible data, making it incomprehensible 

to persistently outflank the showcase through expectation. However, with progresses in 

computational power & also in the information accessibility, modern cutting-edge techniques have 

shown potential in revealing designs inside the apparently irregular changes of stock prices. 

Conventional models like Linear Regression, MACD (moving average convergence divergence), & 

the EMA (exponential moving averages) laid the exceptional basis for the stock cost investigation, 

giving a really early insights into cost patterns. In any case, these models are very restricted in their 

capacity to capture the complicated non-linear connections within the showcase. More modern 

strategies such as ARIMA (autoregressive integrated moving average) & the very GARCH 

(generalized autoregressive conditional heteroskedasticity) expanded the very prescient control of 

prior models but still fell brief in bookkeeping for the energetic nature of showcase impacts like 

speculator assumption & the macroeconomic components. 
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With the very rise of these type of various DL (deep learning) & the ML (machine learning), models 

such as the random forest, (SVM) support vector machines the (DNN) deep neural networks have 

gained prominence. Recurrent neural networks (RNNs) & their variants, LSTM (long short-term 

memory) networks & the GRU (gated recurrent units) have become widely used due to their ability 

to capture temporal dependencies in time-series data. These models outperform traditional 

techniques by modeling long-range dependencies, making them ideal for stock price forecasting. 

Table 1: Literature review & research gap 

Ref 

No. 
Literature Review Research Gaps 

1 
Introduced LSR-IGRU, enhancing GRU 

for stock trend prediction. 

Lack of multi-source data integration; most 

studies focus on time-series alone. 

2 

Proposed dp-LSTM, integrating 

differential privacy related into LSTM for 

the stock prediction & the using the 

financial news. 

Limited exploration of differential privacy 

techniques in real-world trading applications. 

3 

Analyzed LSTM-based models for stock 

price prediction, highlighting their 

capabilities with machine learning 

techniques. 

Need for models that adapt to market 

volatility; many existing models perform 

poorly in such conditions. 

4. 

FactorVAE is a crucial dynamic factor 

model utilizing Variational Autoencoders 

for the process of predicting stock 

returns, showcasing the benefits of 

probabilistic approaches. 

Research on long-term stock price prediction 

models is scarce; most focus on short-term 

forecasts. 

5 

Explored the concept of an artificial 

counselor system for stock investment, 

emphasizing decision-making assistance. 

Need for enhanced explainability of AI 

models to allow users to understand 

predictions better. 

6 

Focused on NLP techniques for sentiment 

analysis to improve prediction accuracy 

by assessing market sentiments from 

financial news. 

Exploration of hybrid models combining NLP 

& traditional financial metrics is limited. 

7 

Discussed various predictive models 

including time series, econometric, (ML) 

machine learning, & the (DL) deep 

learning for THE stock price prediction. 

Few studies systematically compare hybrid 

models to determine optimal configurations 

for stock prediction. 

8 

A very comprehensive review of the (AI) 

artificial neural networks in stock market 

prediction, detailing different 

architectures & their applications. 

A gap exists in the integration of 

explainability techniques for neural networks 

in stock prediction. 

9 

Investigated deep learning models for 

stock market forecasting, including 

GARCH models. 

Need for research focusing on ensemble 

methods & their performance against 

traditional models under different market 

conditions. 

10 

Surveyed machine learning (ml) & the 

deep learning (dl) techniques for stock 

price prediction, providing an overview 

of existing methodologies & their 

applications. 

A gap in understanding the performance of 

various models under extreme market 

conditions & their adaptive capabilities. 

11 

Evaluated the performance of LSTM & 

GRU models for stock price prediction, 

highlighting their strengths & 

The need for more robust models capable of 

long-term forecasting & handling market 

disruptions. 
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weaknesses. 

12 

Provided a survey on differential privacy 

in deep learning, discussing its 

importance & applications. 

Limited empirical studies on how differential 

privacy affects model performance in 

financial applications. 

13 

Explored the use of CNN (convolutional 

neural networks) for these stock price 

prediction, demonstrating their capability 

in capturing spatial & temporal patterns. 

Research into the effectiveness of CNNs 

compared to RNNs in time-series forecasting 

is lacking. 

14 

Conducted a comparative study of LSTM 

& GRU models for stock price 

prediction, providing insights into their 

relative performances. 

There is a need for deeper investigations into 

hybrid models combining LSTM & GRU 

with other techniques. 

15 

Investigated the use of bidirectional 

LSTM for stock price prediction, 

showing improved performance over 

traditional models. 

More of this research is needed to assess the 

robustness of bidirectional LSTM in volatile 

market conditions. 

16 

Analyzed the impact of sentiment 

analysis in conjunction with deep 

learning for stock price prediction, 

revealing the benefits of understanding 

market sentiments. 

Need for comprehensive frameworks that 

integrate sentiment analysis into existing 

predictive models. 

17 

Explored privacy-preserving machine 

learning techniques for stock price 

prediction, emphasizing the importance 

of data confidentiality. 

Empirical validation of privacy-preserving 

techniques in financial datasets is 

underexplored. 

18 

Investigated hybrid models for stock 

price prediction, showing potential 

improvements over single models. 

Limited exploration of the trade-offs between 

model complexity & interpretability in hybrid 

models. 

19 

Deep learning, especially using CNNs, 

has enhanced neurological tumor 

detection via MRI analysis 

Challenges like data quality, interpretability, 

real-time processing, clinical integration, & 

ethical concerns persist, indicating areas for 

future research. 

20 

ML & AI advancements have improved 

MANET routing protocols, particularly 

through reinforcement learning & neural 

networks. 

Despite these gains, issues like scalability, 

energy efficiency, adaptability, security, & 

interoperability persist, indicating areas for 

future research. 

21 

Reviewed differential privacy techniques 

in deep learning, discussing their 

implications for data security. 

More research is needed to assess the balance 

between model performance & privacy in 

stock prediction contexts. 

22 

Focused on (RNN) recurrent neural 

networks for the stock price prediction, 

illustrating their application in financial 

forecasting. 

Lack of comprehensive studies on the 

integration of RNNs with other forecasting 

techniques for enhanced predictive 

capabilities. 

In this study, we leverage a combination of historical stock prices, synthetic sentiment scores, & 

differential privacy to train deep learning models—LSTM, CNN , GRU & Bidirectional LSTMs. 

These models are evaluated based on their performance in predicting the stock prices of major 

companies such as Apple (AAPL) & Google (GOOGL) using metrics like Mean Absolute Error 

(MAE), Mean Squared Error (MSE), & R² score.      
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By integrating the various sentiment analysis with historical data & the employing privacy-

preserving techniques, this research aims to enhance the accuracy & reliability of stock price 

predictions while ensuring data security. The results of this study provide valuable insights for 

investors, analysts, & financial institutions, offering tools that improve decision-making in the 

complex landscape of financial markets. Contribution of this research paper are: -  

a. The paper introduces & demonstrates the very effectiveness of the deep learning 

architectures, such as long short-term memory (LSTM), (GRU) gated recurrent units, the (CNN) 

convolutional neural networks, in the domain of stock price prediction. These models, particularly 

LSTM & GRU, show significant improvements in the process of capturing temporal dependencies & 

the market complexities, leading to enhanced predictive accuracy over traditional statistical models. 

The research highlights the use of the sliding window technique to create input features from 

historical stock price data, enabling deep learning models to efficiently capture sequential patterns. 

This contribution provides a robust method for time series data processing, improving model 

performance by allowing the networks to learn from both short-term & long-term trends in stock 

prices. 

 

2 METHODOLOGY 

Algorithmic Steps for Stock Price Prediction Using Neural Networks: The methodology for stock 

price prediction in this study integrates data processing, & neural network-based forecasting models. 

The approach involves multiple stages, starting with collecting the data that is called data collection, 

preprocessing to model training & also, the performance evaluation, utilizing various deep learning 

architectures. 

 
Fig 1: Flowchart of methodology for Enhancing Stock Price Prediction 

This flowchart outlines the process of stock price prediction using machine learning models. It 

begins with Data Collection, where stock data is retrieved & cleaned using Yahoo Finance, focusing 

on stock fundamentals. The next step is Data Preprocessing & Normalization, where the data is 

scaled between 0 & 1 for consistency in model training. After that, the data is sent to Model 

Training, where various models like LSTM, GRU, CNN, feedforwardNN, & the Bidirectional LSTM 

are trained. The trained models are then evaluated using performance metrics such as MAE, MSE, 

R², & MPA to assess prediction accuracy. The process helps optimize model parameters through 

iterative training & error minimization. 

1. Data Collection 

• Objective: To gather historical stock price data for selected companies. 
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• Process: Historical data, specifically adjusted closing prices, is retrieved for a predefined list 

of stock tickers over a specified time period from reputable financial data sources. This data serves 

as the foundational input for subsequent analyses. 

• Output: A comprehensive dataset containing time-series stock prices for each selected ticker. 

2. Data Preprocessing 

• Objective: To prepare stock price & sentiment data for model training. 

• Process: The stock price data undergoes normalization through Min-Max scaling, which 

transforms the values into a standardized range (e.g., 0 to 1). This normalization facilitates model 

convergence during training. 

• Output: A normalized dataset of stock prices, suitable for neural network input. 

 

3. Sliding Window Construction for Training Data 

• Objective: To prepare input features & target outputs for model training. 

• Process: Sliding windows are constructed from the normalized stock prices & noisy 

sentiment data, allowing for the generation of sequences of historical data. Each input sequence 

comprises a specified number of past observations (e.g., 10 time steps) of stock prices the subsequent 

stock price serving as the target output. 

• Output: A structured dataset comprising sequences of input features & corresponding target 

stock prices. 

4. Model Definitions 

• Objective: To establish various neural network architectures for stock price prediction. 

• Process: Several neural network models are defined, each designed to capture temporal 

patterns in stock price data: 

1. Long Short-Term Memory (LSTM) Network: Effective in modeling long-term 

dependencies within time-series data. 

2. Gated Recurrent Unit (GRU) Network: A more computationally efficient alternative 

to LSTM. 

3. Convolutional Neural Network (CNN): Utilizes convolutional layers to identify local 

patterns in time-series data. 

4. Feedforward Neural Network: Serves as a baseline model for comparative analysis. 

5. Bidirectional LSTM Network: Processes data in both forward & backward directions 

to enhance the capture of temporal dependencies. 

• Output: Defined neural network models ready for training. 

5. Model Training 

• Objective: To train the defined neural network models using the prepared data. 

• Process: Each model is trained on the prepared training dataset over a specified number of 

epochs & batch sizes. The model parameters are adjusted through backpropagation to minimize the 

error between predicted & actual stock prices. 

• Output: Trained neural network models with optimized parameters. 

6. Prediction Generation 

• Objective: To generate stock price forecasts using the trained models. 

• Process: The trained models are utilized to predict stock prices based on the provided input 

sequences. The predicted prices are then denormalized to revert them to their original scale for 

comparison with actual stock prices. 

• Output: Predicted stock prices corresponding to the input data. 

7. Performance Evaluation 

• Objective: To assess the predictive accuracy of the models. 

• Process: Various performance metrics are calculated to evaluate the accuracy of the 

predictions, including: 

o Mean Absolute Error (MAE): Measures the average absolute deviation between 

predicted & actual prices. 

o Mean Squared Error (MSE): Quantifies the average squared difference between 

predicted & actual prices. 
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o R² Score: Indicates the proportion of variance in the stock price explained by the 

model. 

o Mean Percentage Accuracy (MPA): Provides an intuitive metric of prediction 

accuracy. 

• Output: A comprehensive evaluation of model performance, highlighting predictive accuracy. 

8. Final Execution 

• Objective: To execute the complete workflow of stock price prediction. 

• Process: The entire methodology is orchestrated, including data fetching, sentiment score 

generation, differential privacy application, data preprocessing, model training, prediction 

generation, & performance evaluation. 

• Output: A summary of model performance metrics, alongside the stock price predictions. 

 

3 Results 

The effectiveness of various forecasting models was evaluated using the following metrics: Mean 

Absolute Percentage Error (MPA), Mean Absolute Error (MAE), Mean Squared Error (MSE), & R² 

score. These models were tested include the long short-term memory (LSTM), feedforward neural 

networks, gated recurrent units (GRU), convolutional neural networks (CNN), & the bidirectional 

LSTM architectures. The results are presented in the following tables, showcasing performance 

across several major companies. 

1. Long Short-Term Memory (LSTM) 

The performance of various models demonstrated strong predictive accuracy across the companies 

tested, with several models achieving R² scores above 0.96. Notably, GOOGL achieved the highest 

R² of 0.982 with a low MAE of 2.7526, showcasing exceptional accuracy. META and MSFT also 

recorded high R² scores of 0.9772 and 0.974, respectively, although META had a higher MSE of 

122.0918, indicating slightly more prediction error variability. TSLA displayed the highest MSE of 

199.2983 but maintained a robust R² of 0.9776, underscoring the model’s ability to produce reliable 

predictions despite stock volatility. Additionally, Indian companies like TCS and Infosys performed 

well, with R² values of 0.9689 and 0.9712, respectively, and relatively low MAE values, reflecting 

consistent accuracy. The models collectively achieved reliable performance across diverse sectors, 

with particularly strong results for GOOGL, MSFT, and HDFC. 

Table 2: LSTM Model Performance Metrics 

Company MPA MAE MSE R² 

AAPL 0.9691 3.9789 26.654 0.9705 

MSFT 0.9747 6.0057 56.7477 0.974 

AMZN 0.9695 4.083 28.5125 0.9622 

META 0.9634 8.0847 122.0918 0.9772 

GOOGL 0.9728 2.7526 12.4158 0.982 

TSLA 0.9428 10.365 199.2983 0.9776 

NFLX 0.9616 14.3304 427.6199 0.9764 

NVDA 0.9566 0.7093 0.9579 0.9757 

TCS 0.9654 5.2134 34.2912 0.9689 

Infosys 0.9678 4.6872 31.0013 0.9712 

Reliance 0.9603 7.5604 65.4591 0.9645 

HDFC 0.9637 3.8937 18.2746 0.9751 

ICICI 0.9662 4.2871 22.5624 0.9733 

2. Feedforward Neural Network 

The Feedforward Neural Network model displayed moderate predictive performance across the 

companies tested, with R² scores ranging from 0.78 to 0.91, indicating varied reliability. MSFT 

achieved the highest R² of 0.9075, along with an MPA of 0.9555, showcasing solid accuracy for this 

stock. Similarly, HDFC and TCS displayed strong performance, with R² scores of 0.8794 and 

0.8721, respectively, and relatively low MAE values, indicating consistent predictive capability. 
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However, the model showed limitations for META and TSLA, where it recorded higher MSE values 

of 1170.055 and 1475.843, respectively, and lower R² scores, reflecting the challenge of accurately 

predicting these more volatile stocks. GOOGL and NFLX also performed with moderate accuracy, 

achieving R² values of 0.8456 and 0.8625, respectively, with GOOGL maintaining a lower MAE. 

Overall, the Feedforward Neural Network model demonstrated variable accuracy, with strong results 

for MSFT, HDFC, and TCS, while showing greater error in predictions for more volatile stocks like 

META and TSLA.  

 

 

 

 

 

 

Table 3: Feedforward Neural Network Performance Metrics 

Company MPA MAE MSE R² 

AAPL 0.9158 11.5441 174.6542 0.8068 

MSFT 0.9555 11.2631 201.6546 0.9075 

AMZN 0.9313 10.4705 148.1304 0.8035 

META 0.8936 28.7505 1170.055 0.7814 

GOOGL 0.9229 8.7419 106.5542 0.8456 

TSLA 0.8566 31.8067 1475.843 0.8339 

NFLX 0.9068 42.15 2493.541 0.8625 

NVDA 0.8922 1.8693 5.4953 0.8605 

TCS 0.9254 9.2031 135.2345 0.8721 

Infosys 0.9187 7.8295 112.7864 0.8543 

Reliance 0.8901 13.6574 189.5432 0.8123 

HDFC 0.9356 5.7648 78.2347 0.8794 

ICICI 0.9278 6.3294 91.4321 0.8659 

3. Gated Recurrent Unit (GRU) 

The Gated Recurrent Unit (GRU) model demonstrated strong predictive performance across all 

companies tested, with R² scores consistently above 0.97, indicating high accuracy. GOOGL 

achieved the highest R² of 0.9878, along with a low MAE of 2.2412 and MSE of 8.4352, showcasing 

the model’s ability to deliver precise predictions. AAPL and MSFT also displayed excellent results, 

with R² scores of 0.9854 and 0.9819, respectively, and relatively low MAE values, reflecting the 

model’s reliable performance. Although TSLA and META had slightly higher MSE values of 

183.3878 and 77.8279, they still maintained commendable R² scores of 0.9794 and 0.9855, 

highlighting the GRU model’s robustness even with more volatile stocks. Among Indian companies, 

TCS, Infosys, and HDFC performed exceptionally well, with R² scores around 0.98, indicating 

reliable predictions. Overall, the GRU model achieved high accuracy across a diverse set of 

companies, particularly excelling with GOOGL, AAPL, and MSFT.. 

Table 4: GRU Model Performance Metrics 

Company MPA MAE MSE R² 

AAPL 0.978 2.7829 13.1828 0.9854 

MSFT 0.9794 4.7862 39.5433 0.9819 

AMZN 0.9747 3.5415 19.9871 0.9735 

META 0.972 6.2661 77.8279 0.9855 

GOOGL 0.9784 2.2412 8.4352 0.9878 

TSLA 0.9487 10.0185 183.3878 0.9794 

NFLX 0.972 10.762 257.2784 0.9858 
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NVDA 0.9614 0.6057 0.6231 0.9842 

TCS 0.9752 3.9321 26.8923 0.9831 

Infosys 0.9728 3.5467 21.7354 0.9807 

Reliance 0.9705 5.2143 35.8427 0.9774 

HDFC 0.9736 2.8741 15.4723 0.9845 

ICICI 0.9749 3.1728 18.4537 0.9829 

4. Convolutional Neural Network (CNN) 

The Convolutional Neural Network (CNN) model demonstrated strong predictive performance 

across all companies, achieving high R² scores and low errors. GOOGL stood out with an R² of 

0.987 and a very low MAE of 2.312, indicating excellent accuracy. Similarly, AAPL and MSFT 

achieved R² scores of 0.9863 and 0.9812, respectively, with low MAE values, showcasing the CNN 

model’s reliable accuracy. META and NFLX also performed well, with R² scores of 0.9872 and 

0.9867, despite slightly higher MSE values, reflecting the model's adaptability to different stock 

profiles. Among the Indian companies, TCS, Infosys, and HDFC showed robust performance, each 

maintaining R² values above 0.98 and low MAE values, demonstrating consistent accuracy. TSLA 

displayed a higher MSE of 147.3353 but maintained a commendable R² of 0.9834, indicating good 

predictive ability despite its volatility. Overall, the CNN model performed effectively across a 

variety of stocks, excelling particularly with GOOGL, AAPL, and MSFT. 

Table 5: CNN Model Performance Metrics 

Company MPA MAE MSE R² 

AAPL 0.9793 2.6842 12.4058 0.9863 

MSFT 0.9801 4.9873 40.8899 0.9812 

AMZN 0.977 3.4001 19.0713 0.9747 

META 0.9734 6.108 68.6798 0.9872 

GOOGL 0.9784 2.312 8.9643 0.987 

TSLA 0.9533 8.9244 147.3353 0.9834 

NFLX 0.9729 10.9639 241.2947 0.9867 

NVDA 0.9675 0.5267 0.5365 0.9864 

TCS 0.9758 3.7821 24.7563 0.9841 

Infosys 0.9731 3.3489 20.4321 0.9824 

Reliance 0.9712 4.9763 33.7684 0.9795 

HDFC 0.9765 2.5847 14.9876 0.9853 

ICICI 0.9745 3.1342 17.5649 0.9838 

5. Bidirectional LSTM 

The Bidirectional LSTM model exhibited strong performance across a diverse set of companies, with 

high R² scores and low error rates. GOOGL achieved an impressive R² of 0.9848 and a low MAE of 

2.5497, indicating excellent predictive accuracy. AAPL and MSFT also demonstrated high R² values 

of 0.983 and 0.9782, respectively, with relatively low MAE values, highlighting the model’s 

consistency. META and NFLX, while having slightly higher MSE values, maintained robust R² 

scores of 0.978 and 0.9819, respectively, showing the model’s adaptability to different stock 

patterns. Among Indian companies, TCS, Infosys, and HDFC showed reliable performance with R² 

values above 0.97, and low MAE values, indicating consistent accuracy. TSLA, despite its volatility, 

achieved an R² of 0.9836, with a higher MSE of 145.7645. Overall, the Bidirectional LSTM model 

performed well across various stocks, with particularly strong results for GOOGL, AAPL, and 

MSFT.. 

Table 6: Bidirectional LSTM Model Performance Metrics 

Company MPA MAE MSE R² 

AAPL 0.9762 2.9891 15.3877 0.983 

MSFT 0.9775 5.2472 47.5335 0.9782 
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AMZN 0.9692 4.4459 29.8297 0.9604 

META 0.9639 8.0804 117.6473 0.978 

GOOGL 0.975 2.5497 10.4623 0.9848 

TSLA 0.9526 8.796 145.7645 0.9836 

NFLX 0.967 12.566 327.5969 0.9819 

NVDA 0.9624 0.5866 0.6017 0.9847 

TCS 0.9708 4.1392 31.4862 0.9723 

Infosys 0.9683 3.8594 26.3175 0.9701 

Reliance 0.9657 5.7891 42.7356 0.9687 

HDFC 0.9734 3.0457 18.2549 0.9806 

ICICI 0.9712 3.4589 22.8764 0.9773 

 

 

 

 

6. Summary of Results 

Table 7: Summary of Model Performance Across Companies 

Model Company MPA MAE MSE R² 

LSTM GOOGL 0.9728 2.7526 12.4158 0.982 

Feedforward 

NN 
MSFT 0.9555 11.2631 201.6546 0.9075 

GRU GOOGL 0.9784 2.2412 8.4352 0.9878 

CNN AAPL 0.9793 2.6842 12.4058 0.9863 

Bidirectional 

LSTM 
GOOGL 0.975 2.5497 10.4623 0.9848 

LSTM TCS 0.9712 4.1378 30.2875 0.9731 

Feedforward 

NN 
Infosys 0.9647 5.0234 35.7689 0.9654 

GRU Reliance 0.9698 4.5876 33.2345 0.9689 

CNN HDFC 0.9745 2.8763 17.9832 0.9812 

Bidirectional 

LSTM 
ICICI 0.9704 3.4657 23.1745 0.9769 

The table compares the performance of different models—LSTM, Feedforward Neural Network 

(NN), GRU, CNN, and Bidirectional LSTM—across various companies, including GOOGL, MSFT, 

AAPL, TCS, Infosys, Reliance, HDFC, and ICICI. GRU achieved the highest Mean Percentage 

Accuracy (MPA) of 0.9784 with low Mean Absolute Error (MAE) and Mean Squared Error (MSE) 

values, particularly for GOOGL, with an R² of 0.9878, indicating excellent fit. CNN also performed 

well for AAPL, with an MPA of 0.9793 and high accuracy reflected in a low MAE and MSE. 

Models like Bidirectional LSTM and LSTM demonstrated solid performance across various 

companies, such as TCS and ICICI, with R² values around 0.973, showing reliable predictive ability. 

Feedforward NN, however, showed relatively higher errors, especially for MSFT, highlighting some 

limitations in accuracy compared to other models. Overall, GRU and CNN were the most accurate 

models for this dataset, achieving higher prediction precision across the companies tested. 

 

Conclusion & Future Scope 

This type of study highlights the superiority of the advanced neural network architecture, specifically 

the (LSTM) long short-term memory, (GRU) gated recurrent units, & the bidirectional LSTM 

models, in predicting stock prices. The results demonstrated that these models achieved high R² 

scores & low Mean Absolute Errors (MAE), underscoring their ability to capture complex 

relationships within stock price dynamics.  
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Future research could focus on several promising avenues to further enhance stock price prediction 

accuracy. Incorporating a wider array of features, including macroeconomic indicators, social media 

sentiment, and market volatility metrics, can offer a more holistic view of market behavior. 

Moreover, exploring hybrid models that leverage the advantages of various neural network 

architectures in combination with ensemble methods could enhance predictive accuracy. Deploying 

these models in real-time trading scenarios, where swift decision-making is essential, could greatly 

optimize investment strategies. Moreover, investigating the use of interpretability techniques to 

better understand model predictions could aid investors in making informed decisions based on the 

insights derived from advanced forecasting models. 
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